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ABSTRACT

(This paper is intended for the Communication Technology Group, (1) Session h:
Spece Commnic¢ations, (2) Session 9: Data Communications - The 1967 View,
and (3) Session 8: Advances in Data Communications, Telegraph Systems, and

Facsimile. )
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The tensor product codes, as either iterated codes or error-locating codes,
possess the property of variable redundancy (allowing up to eight different levels
of error control). It is shown that the implementation of an encoder for such
codes can be decomposed into the implementation of the component codes. The
selection of eight encoder modes ylelds four iterated codes and four error-locating
codes that lend themselves to both adaptive coding and feedback transmission

strateglese.
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SYNOPSIS

The concept of iterated codes has been under discussion for more than a
decade.l It was pointed ocut by Slepian2 that the generstor matrix of an iterated
code can be expressed as the tensor product of the (two) generator matrices of its
component codes. Recently the idea of an error-locating code3 has been developed
end its parity-check matrix was ﬁoun% to be the tensor product of the. parity-check
matrices of its component codes. At the same time, Tang( has proposed a single
encoder vhich may be used to encode dual cyclic codes (thereby providing two encoder
modes of different redundancy). These ideas have been drawn upon to develop an
eight mode encoder vhose code words are of constant word block length and offexr
eight levels of redundancy. This coding technique is particularly suitable for
channels with varying characteristics due to such factors as weather conditions,
interference from adjacent channels varying transmssion dis tance (especially
- in the case of space commnications), ete.

The purpose of thls paper is (1) to decompose the implementation of the
product code into the implementation of its component codes, and (2) to present-
a single encoder which will encode information according to any of eight dual
product codes, and 'bhereby yielding a wide ra.nge of error-control capabilities
provided the component codes are cyclic.

It has been shown8 that a systemstic (n,k) cyclic code with generator polynomial

g(x) 1+ gyx + gzxz +oeee F gn-k—lxn k-1 ¢ 20K ond recursive polynomial
hix) =1+ hyx + hoX + eee + hk_lxk"l + xk,' where the coefficients gi and hy are
ei-bhér 1l or O, can be generated by either of the encoders given in Fig. 1 or Fig. 2.

*Mhis work was peri‘ormed under the ,Joint support of Air Force Cambridge Reseaxrch
Ieboratories under Contract No. AF19(628)-33J.2 snd ERC, NASA Grant No. NGR-22-011-013.
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| (input‘; :

.. (NOTE: 1In binary 'Ehe multiplier is either O or 1, with the ZERO denoting
no connection and ONE denoting a completed connection. )

8 is at position 1 when information digits are incoming, then switches
to position 2 to receive checking digits. Switch K is closed only :

when S is in position 2.

Fig. 1 Encoding (n,k) Cyclic Code by Polynomial g(x)
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Switch S is at position 1 when information digits are incoming,
then switches to position 2 for the checking digits. Switch
K is closed only when S is in position 1.

Fig. 2 Encoding (n,k) Cyclic Code by Polynomial h(x) .
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With the exéeption of the input output connections and switch timing, the
endoders of Fige 1 and 2 are seen to be identical. It is this fact which is
exploited to encode dual cyclic codes by a single encoder. [ :

Iterated Codes

. There are several ways to implement the iterated codes and error-locating
codes.8 Here we 1llustrate only the encoding circults for the product codes
which may be easily converted from one code to the other. The fundamental
concept of the encoder is to consglder the tensor product as gating the second
component code by the first one. ' ' :

Iet the generator matrix G2 of an iterated code be the product of two
component matrices, Gy and Gp, of (ny, ki) and (np, ko) codes, respectively:

——

all(l) 8.]_2(1) es e alnl(l) ‘ 9.11(2) 9.12(2) . ews a.ln2(2)
O 8‘2111(1) @ 8, @ .. %2@)
c=a®c=|. . . . . ) (1)
(v ., @ ... (1) - (2) (2 ... (2)
BT ak11_1 B el g2 “epnp
Each row vector of the matrix G is of the fbm '
ail(l) aj(a) aia(l) aj(z) ai3(l) aj(e) ess ain(‘l) aj(-2) 3 (2)

o

vwhere a.-(a) is a row vector of Goe A code word of the iterated code is a linear
combin"é%'i‘of of these vectors. Hence the encoder for the itersted code follows

as shown in Fige 3. The information in groups of k2 digits each is fed sequentially
into the sub-encoder for the second component code.

The sub-encoder may be designed according to either Fig. 1 or Fig. 2 as desired.
* However, one configuration will always require fewer delay elements and modulo two
 adders. Every subblock of np digits of the output of the sub-encoder is fed into

a buffer storage, for a total of kj subblocks. The gates are controlled by the
elements in the columns of the first component code generator matrix

-(ali(l) 821(1) eeo akli(].'))T and the order of 1 is from right to left, ‘i,.e.,

Dy, nl-l,' 'nl-2,... ;1. Each value of i controls the gating of a group of ns digits

from the buffer storage. The outputs of the gates are summed, modulo two, to form
the checking digits. ' '
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Switeh S is iri position 1 for incoming information digits, and then
is moved to position 2 for the checking digits. ,

Fig. 3 Encoder for an Iterated Code
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The controlling elements ali( ) seee 8y g (1) can be easily generated by a
sequence generator connected according to g1 (x) s the generator polynomial of the -
~ first component code. Also, it should be noted that the encoder of Fig. 3 can
be operated in four different modes. The input/output connections end timing
of the sub-encoder can be changed (by employing suitable switching) to those of
its dual. Alternatively, the controlling element generator can be altered to

generate sequences according to hy(x), the recursive polynomial of the first
component code. )

Brror-locating Codes

Iet the parity-check matmx of an error—locating code be the product of
those of ’cwo component codes, Hy and H2

bll(l)' bl2(l) .e blnl(l) bll(a) ble(z) ces blna(e)
@ 5 ey, O] [y @ 0@ Ly ©
Eem®n-|T S -] R SR EE
| L__:t'll(l) brl2(l) tee brlnl(l_) jrll(z) brl2(2) o brlné(a) ?

where r; = ny - k; and rp = nﬁ = kne Then a code word of the error-locating code
satisfies all the parity-chec eq.tatlons in H, obtainable from the row vectors of

H which are of the form b (1) oo b (l) This encoding scheme may be
il

implemented by subdivz_ding the infonnation dlgi%s (-bogether with zeros in the
check digit positions) into n; subblocks of n, digits each and feeding each group
into a check digit calculator connected according to the second component code.

- The resultant check digits of each subblock are gated by the sequence

biy (x) ese bipn (1) and summed subblock-by—sub‘block to form the check digits of +the
_ code word. This encoder is shown in Fig. 4.

The parity-check matrix of the first component code controls the gating and
thus the sequence may be generated by a shift register connected according to

" hyj(x). It can be noted that the subblock check digit calculator can be converted
,in‘co a sub-encoder (1ikxe that of Fig. 3 3) as shown in Fig. 5.



Subblock Check |

Y

digit calculatorf™
-for second
component code

bli(i) ' v
~1~:>-_>, Accumulabing . '
- + Adder
(1)~ ' o
bp; * -t )y Accumlating
I Adder :

! : |
! |
l "
i

®

-

Information Digits
(input)

b, 4
i | Accumulating
Adder
O. G —
'S
> Code Words
(output)

Switch S is at position 1 for information digits and 2 for check digits

Fig. 4

Encoder for Error—Locating Codes



Information Digits ‘ :
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Switeh S is at 1 for information digits incoming and
. at 2 for check digits.

Fig. 5 Check Digit Calculation and Encoder Conversion

By changing the second component code to its dual there results two modes.
Moreover, the first component code which generates the controlling sequency may

also be changed to its dual. In this way four modes are achieved with the scheme
of Fig. k. ‘ B :

Bight-Mode Encoder

An eight mode encoder is then achieved by combining the encoders of Figs.
3 and 4. The combination poses-no diTfficulty because the sub-encoder may be
converted to a sub-check-digit-calculator by altering the input/ output connec-
tlions as shown in Fig. 5 and the accumilabting sdder is actually the buffer
storage with a single feedback loop. Hence by the addition of judiciously
placed gates or switches we may alter the encoder to perform any one of elght

encoding functions, consisting of four iterated codes and four error-locating
-codes. :

For linear codes & syndronus:B calculator may be obtained by a slight modifi-
‘cation of the encoder, but the decoding procedure from this point on may require
no additional circuits or up to eight separate circuits depending upon the decoding
gbrategy to be used. ’ '

An example of this encoder is the encoder formed on the basis of a B-C-H

(15,5) three error-correcting code (with generator matrix Gj end parity-check matrix
Hy) and the Hamming (7,4) single error-correcting code (with generator matrix G,
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and panty—check matrix Hp ) The eight resultant codes and their capa.bilities
are given in Table 1. An eight mode encoder/decoder has been designed and is
'being construc’ced using the ideas presented here. .

" An error analysis using the encoder in a bingry symmetric channel has also

been performed which indicates how the encoder should be used with and without
feedback channels. .

In simnﬁation, the important adventages of this encoder are:

(1)

(2)

(3)

)

(5)

The encoder may be easlly switched through any one of eight’
modes, four of these being iterated codes (typically high
redundancy codes) and four being the error-locating codes
(typically low redundancy).

The code word block length remains constant through a wide
range of code redundancies for ease of synchroniza’cion and
possibly decodlng. ;

The encoder may be used to form the basis for an adaptive
coding system, i.e., low redundancy codes may be used in low
signal-to-noise environments, and conversely.

The encoder scheme is optimal in the sense that no additional
clock periods are required to generabe a code word, €.g8., a

(105,16) tensor product code requires 105 clock periods and

no more.

The encoder lends itself to various feedback strategles, especlally
the error-localing codes which detect 'the erroneous transmitted
subblocks.



Table L

i?unctions

Code Generator Matrix  Parlty-Check Matrix  Min Distance
(15 20 ) Gl ' Hl T 3~error-correcting
(15,10) | H G L l-error-correcting
1 1
' ' 2-error-detecting
(7,%) G, E, 3 1-error-correcting
¥* N P ' . N
(7,3)" Go Hp L l-error-correcting
- ' 2~error-~detecting
(105,20) ¢ ®c, 21 10-error-correcting
(105,15) Gl®Gé 28 13~error-correcting |
S 1Y~error-detecting
(lOB,hO) Hl®G2 I 2 5-ei'ror—correcting,
6-error-detecting
> ' T-error-correc '.ng
(105,30) ElCDGé 16 1
, o - 8-error-detecting
e *%
(105,75) H '3 (3,2)
(105,65) H, QH, b (3,3)
(105,90) ¢, @, 3 (22,2)"
(205,85) ¢, @, E (22,3)

*This code is obtained by interchanglng the generating polynomial and recursr\re
polynomial of the (T7,4) code.

**(s ,t) denotes the code is capa’ble of loca:bing s erronecus subblocks with no

more than t errors in each.

*‘X*(Ea.,t) denotes the code is capable of loca,ting 2 adgacent erroneous subblocks
with no more than t errors in each. :
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